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Abstract—The reputation of a university can be determined
by the number of students drop out. This problem was
experienced by many universities in Indonesia. It has been
conducted by many researchers, however the data acquisition,
attributes were not well explained. This study is aiming for
giving projection related to the reasons behind students drop
out by using machine learning techniq The challenging
phase of preprocessing primary datasets are missing value,
balanced class distribution, and a variety of data types. Two
classes are applied: drop out and graduate students. By
analyzing the problem of missing value data, it can reflect the
basis of why students drop out or students who have the
potential to drop out. According to the problem of balanced
class distribution, Decision Tree algorithm is utilized,
meanwhile for tackling the various of data types, we use C4.5.
The result shows that 20 attributes using stratified sampling is
the best of among all datasets and experimentations with an
average AUC, accuracy, precision, and recall values of 0.98,
96.87, 98.75, and 97.84 respectively. It indicates that the
proposed method is suitable for predicting students drop out
with a balanced case of class distribution, despite having a
missing data value problem.

Keywords—Balanced Class Distribution; C4.5; Drop out;
Missing value.

L INTRODUCTION

One common problem among universities in Indonesia
are facing a growing number of students who drop out (DO
students) per year, both in public and private universities. In
Java Island, the highest number of DO students is in East
Java Province [1]. The accumulation of DO students’
numbers interprets the quality of the university [1, 2]. DO
students which are usually associated with economic
problems [3, 4, 5], bad motivation in learning [4, 5], and bad
time management in college because they are also working.
Some students move [6] to another university was because
they accepted at a better university in the middle of their
study or they have been accepted to work in another city.
However, some students unintentionally expelled from the
university because they have problems in academic or non-
academic. DO students usually occurs in the first to the third
year of their study, largely influenced by several factors: the
economy, they got accepted as an employee, or accepted by
another university that usually has better quality/reputation
than the former university. On the other hand, many of the
DO students are in the final year of study because they are
unable to complete their thesis or found violating the
university/academic rules. In this digital age, technology
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plays an important role to solve the problem in many ways,
including this increasing number of DO students.

Industrial Revolution 4.0 and Society 5.0 are currently
implemented. We are currently in the era of Society 5.0,
where this era is more humanistic as proposed by the
Japanese government in January 2016 [7]. Compared to The
Fourth Industrial Revolution (4IR) proposed by German
professor Klaus Martin Schwab, Society 5.0 aims to make
people more qualified by utilizing technology and
concentrating on the realization of 17 Sustainable
Development Goals (SDG), established by the United
Nations (UN) on September 25, 2015, in New York, USA
[7]. The fourth objective of the SDG, "Quality Education”,
was proposed to make developing countries such as
Indonesia overcome the problem of student oversight, to
provide quality education for all Indonesians.

In this paper, we propose a method of early detection
potential DO students so that the academic staft and faculty
also can prevent it immediately. Nevertheless, if the students
move to other universities because they have their problems
with the services and facilities at their current university, the
university can make a plan to deal with the improvements.
Good facilities will keep students survive to graduate. While,
if economic factors are their reason for move out or DO
from, universities can consider providing scholarships, credit
or installments payments as a solution.

Many studies have been conducted to detect DO numbers
by several researchers. First researched by Andriani [8]
related with the use of C4.5 in classifying all students DO.
Andriani 8] proposed the attributes were gender, age, origin,
middle school, college time, GPA, attendance, parental
status, parents' income, scholarships, tuition fees, and work.
Andriani [8] does not explain the amount of data used, its
characteristics, the purpose of using C4.5, the number of fold
cross-validation used, why the evaluation used was AUC,
accuracy, precision, recall, etc. Therefore, the results
obtained are less convineing to apply to other problems. The
second study is a research done by Jaman [9], he was doing
student graduation prediction using algorithm C4.5. The
attributes used as research are the city of birth, age, gender,
province, occupation. A total of 46 data obtained from 2008
records from the Faculty of Computer Science, Universitas
Singaperbangsa Karawang, and West Java were used. There
were 22 of the total, from the graduating class, while 24
records were those that did not graduate. However, there is
no explanation for the reasons for choosing C4.5 and the
validation method is not well defined. The characteristics of
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the data are unclear, thus, the study has not yet finished. In
addition, a third study is a research conducted by Kamagi
and Hansun [10] which proposed prediction graduation rate
of students using C4.5. The data used were alumni students
of the 2007-2009 in Informatics Engineering Program at
Multimedia Nusantara University, Tangerang, Banten,
Indonesia . Data from 2007-2008 range used for training,
while the 2009 is used for testing. The attributes proposed by
Kamagi and Hansun [10] are IPS (Semester Achievement
Index) from the first semester to the sixth semester, gender,
secondary school, type of graduation, and the number of
semester six credits. Kamagi and Hansun [10] use C4.5
because of their ability to handle discrete and numeric
attribute types. The amount of data used is 100, with 60 used
for training and 40 for testing. The evaluation proposed to
determine the performance of C4.5 is accuracy.

Balanced class distributions, with data types, consist of
numerical, polynomial, and binomial. Missing values occur
when respondents are reluctant to answer questionnaires
because they assume that the question is not too important to
fulfill, or even as a result of system failure [11]. Problems
can be overcome in a number of ways, including deletion of
ambiguous data because it only represents 2% of the dataset,
there is an imputation process to resolve missing data
because improper data can delete some important
information, and missing values can be handled use
classification techniques without preprocessing method. One
method, for example, is the Decision Tree algorithm [11]. In
this paper, the missing values are not preprocessed because
the data could be it is characteristic of data from students
who have the potential to DO from the university. In this
case, Decision Tree not suitable for Unbalanced Class
Distribution problems, but can be done for balanced class
distribution. Therefore, this paper we propose to solve the
most students” problem that leads to potential DO using
classification techniques, namely C4.5 to handle missing
values and balanced class distribution. C4.5 chosen because
it fits with the characteristics of the data used in this study,
the data type of numerical and polynomial, in contrast with
ID3 (Iterative Dichotomiser 3) which is only suitable for
only polynomial data type [12].This research also aims to
realize the SDG to shape the quality of education in
Indonesia.

II. THEORETICAL FRAMEWORK

A. Higher Education

One of the mandates given to the Government of the
Republic of Indonesia (RI) is to educate its citizens, as stated
in the fourth paragraph of the 1945 Republic of Indonesia
Law (UUD 45) [13]. To achieve this goal, some of the plans
considered for fixing the current problems to improve the
quality of students' future masterpiece. The early 1945
constitution stated that “Each citizen has the right to obtain
education™ and “The government must doing the efforts to
organize a national education system regulated by law™ [13].
However, in the last 1945 Constitution the fourth amendment
was added stating that “Each citizen is obliged to attend
elementary education and the government is obliged to
finance it” , “The state prioritizes the education budget of at
least twenty percent of the state budget (APBN) and APBD
(Regional Budget Income and Expenditures) to fulfill the
implementation of national education.” [13].

There are various ways to realize the Indonesian nation's
mandate, including the provision of scholarships for
underprivileged and accomplished students. Apart from all
this, the rate of DO students still at high rate, especially in
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the East Java province, Indonesia. According to Higher
Education Statistics 2016-2017, the number of dropouts is
only reduced by 5,583 or 13% from the previous year [1].

B. Society 5.0

Technological developments are increasing rapidly and
cannot be avoided. Every year, many scientists in various
countries continue to develop new concepts in line with the
new technological era. Not all Indonesian citizens are ready
to face the era of the Industrial Revolution 4.0, even now a
new era is emerging, namely, the Society 5.0 proposed by
the Japanese government which is more human-centered
than the technology-centered in 4.0 Revolution [7].

The following are characteristics of the Industrial
Revolution 1.0, 2.0, 3.0 and 4.0 [14]:

1. Industry 1.0: In this era, businesses are processed using
mechanical, steam and water power.

2. Industry 2.0: This era has been able to produce
products in its business processes, also starting to
assemble and use electronic technology.

3. Industry 3.0: In this era computers and automated
systems are implemented in business processes.

4. Industry 4.0: Cyber-Physical System (CPS) or physical
systems and virtual publications are implemented. This
system involves a digital transformation such as
Internet Of Things (IOT), Finance Technology
(Fintech), Robot, Big Data, Artificial Intelligence (AI),
etc. As a pillar of industrial policy [7].

While the era Society 5.0 has the following phases [7] [15]:

1. Society 1.0: People live by hunting and living in
harmony with nature.

2. Society 2.0: People who are familiar with the concept
of long-term investment with farming.

3. Society 3.0: People living by working in the industrial
sector, as private employees, government employees,
or entrepreneurs, use industrial technology.

4. Society 4.0: People live by applying information
technology to operate their business, thereby
increasing various types of jobs such as Database
Administrators, Programmers, etc.

5. Society 4.0: People living with maximizing the loT
technology, Fintech, Robot, Big Data, Cloud
Computing, Artificial intelligence, etc. In this era there
were types of jobs as Youtuber, endorsers, Data
Scientists, etc.

C. Sustainable Development Goals (SDG)

In July 2015, members of the United Nations agreed to
the objectives of the Sustainable Development Goals (SDG).
The aim is to ensure that people throughout the world can
live better without damaging the surrounding environment.
Every application of technology must at all times pay
attention to the SDG Goals. SDG consists of 17 goals,
including [16]:

1. No Poverty
Zero Hunger
Good Health and Well-Being
Quality Education
Gender Quality
Clean Water and Sanitation
Affordable and Clean Energy
Decent Work and Economic Growth
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9. Industry, Innovation and Infrastructure
10. Reduced Inequalities

11. Sustainable Cities and Communities
12. Responsible Consumption

13. Climate Action

14. Life Below Water

15. Life on Land

16. Peace, Justice and Strong Institutions
17. Partnerships for the Goals

D. Missing value

Missing value is one of the challenges that must be faced
in Data Mining, both for supervised learning and
unsupervised learning. Missing value occurs due to several
reasons, based on reviews Garciarena and Santana [11]
which states that, namely 1) Some respondents are not
willing to fill out a questionnaire, because the data is
considered confidential, not important; with many
questionnaire questions, 2) system failure; 3) Data loss
during the transfer process, etc.

According to Garciarena and Santana [11] methods can
be used to overcome the problem of Missing Values are 1)
Data imputation; 2) Deleting the data as long as the number
of Missing Values is not significant, for example, 2% of the
total dataset, so it does not affect the classification results;
3) Using datasets as they are even though there is a Lost
Value by applying the Decision Tree.

E. Class Distribution

A class is said to be a Balanced Class Distribution if it
has a distribution between classes with a ratio of 65%: 35%
[17]. Not all algorithms are suitable for this, however, one
algorithm that is suitable for a Balanced Class Distribution
problem is C4.5 which includes families from the Decision
Tree.

1.

The proposed methods used to detect students dropping
out of college are as follows:

METHOD

1. Data: Data was taken from Academic Information
Systems belonging to Private Universities in East Java.
Raw data in the form of PDF files and databases that
are in the system, so that preprocessing data is done by
selecting which attributes are used based on previous
research. The data used are data for 2009-2015. The
data consisted of 425 students. The data consists of 32
attributes consisting of numerical and nominal data
types. Class consists of graduation and dropout. Data is
Balanced Class Distribution because it has an inter-
class comparison of 44. 94 %: 55.06%. Illustration of
data can be seen in Table L.

TABLE L. SUMMARY OF ATTRIBUTES USED
Attributes Data Types | Missing Value

Gender Binomial No
Lecture Program Polynomials No
Age when register Integer Yes
Origin Polynomials Yes
Year of graduation Polynomials Yes
Type of last education Polynomials Yes
Last education status Polynomials Yes
Major of last education Polynomials Yes
Marital status Polynomials Yes
Year of batch Polynomials No
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History of leave of absence | Polynomials No
Number of courses Integer No
Credit unit semester | Integer Yes
Credit unit semester 2 Integer Yes
Credit unit semester 3 Integer Yes
Credit unit semester 4 Integer Yes
Credit unit semester 5 Integer Yes
Credit unit semester 6 Integer Yes
Credit unit semester 7 Integer Yes
Credit unit semester & Integer Yes
Credit unit semester Y Integer Yes
Credit unit semester 10 Integer Yes
GPA semester | Real Yes
GPA semester 2 Real Yes
GPA semester 3 Real Yes
GPA semester 4 Real Yes
GPA semester 5 Real Yes
GPA semester 6 Real Yes
GPA semester 7 Real Yes
GPA semester 8 Real Yes
GPA semester 9 Real Yes
GPA semester 10 Real Yes

Classification using C4.5 with 4 criteria. Criteria is one
of the parameters of the family of decision tree
algorithms including C4.5 which consists of Gain ratio,
information gain, gini index, and accuracy. This
criterion serves to determine the attributes/features/
variables that are right for breaking the node [18, 19,
20, 21].

Validation uses 10-fold cross validation with three
sampling methods (Linear, Shuffled, and Stratified)
[22].

Evaluation using accuracy, precision, recall, and AUC
[23]. A classification algorithm is said to have good
performance if it has an AUC value close to 1,
illustrating the meaning of AUC shown in Table II.

TABLE 1I. AUC VALUE, MEANING AND SYMBOL [24]
AUC Meaning
09-1 Excellent classification
0.8-09 Good classification
0,7-038 Fair classification
0,6-07 Poor classification
= 0,6 Failure

IV. RESULTS AND DISCUSSION

Based on the test results, the C4.5 algorithm has
successfully detected all-student College that had the
potential of DO with the data that has characteristics Missing
Values, shown in Fig. 1 and Fig. 2.

GPAS2
=7
Drop out i > 2415 £ 2415
Graduate
— Number of Courses
»58 <58
GPA 51 Program
» 2495 £ 2495 Reguler Transfer
Graduate Drop out Eaensions  Drop out Graduate
—
Drop out
Fig. I. Results of C4.5 in the data of the first year of lecture.
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Number of Courses Pragram
» 50500 50.500 Exensons peguier TTOTSHY
Number of Courses Drop out Drop out Drop out Graduate
»52500 %5250 —
BERE School Status
Public
Drop out Graduate

Fig.2. Results of C4.5 in the data for the third year of lecture

The test is conducted 60 times, the first one focuses on
the C4.5 parameter criteria method, the second is the
Sampling method, while the third focuses on the study year.
The first test is based on parameter C4.5 using four criteria,
namely Gain ratio, information gain, gini index, accuracy. It
aims to determine which criteria are the most optimal for the
data used in this study. The results showed that the most
optimal criteria were dominated by using accuracy, while the
use of the Gain ratio criteria had the worst results, consider
Fig. 3.

The second test is based on sampling methods, including
Linear (L), Shuffled (Sh), and Stratified (St). The results
showed that the Linear method had the worst performance
because Linear produced random data whose class
distribution between classes in the training data as well as the
test data class was not balanced, while C4.5 was not suitable
for unbalanced Class Distribution, as illustrated in Table I
and Fig. 4. While the method that has optimal performance is
Stratified, because randomly generated between training data
and test data has a balanced distribution class, while C4.5 is
suitable for balanced class distribution.

The third test is based on the academic year consisting of
the first, second, third, fourth, and fifth years. Detection of
students with potential DO has optimal results when using
data in the third year during their studies in the case of
Balanced Class Distribution as indicated by applying
stratified sampling, consider Table III numbers in bold.
While the application of data based on the first year study
resulted in very poor average performance, especially in the
Unbalanced Class Distribution data indicated by applying
Linear Sampling, consider Table III with the numbers
outlined in the section.

In Fig. 1 , all regular and extension students in second
semester have GPA = 2415 and has taken = 58 courses
become Drop Out', while transfer students will ‘Graduated” .
This happens the number of subjects recorded in this study is
the total number of courses taken by students who have DO
and students who have graduated, not the total number of
eyes lecture every semester. So that even though it was still
the first year that normally only took 6 courses, and 16 of
them = 58 is considered DO, while for transfer students,
sometimes they only go to one semester to continue D3 to
S1, which in 1 year is subject = 58, and on average they
graduate. So the pattern obtained by C4.5 is the same, not
common. In the next study the number of each subject is
expected the number of courses taken each semester, not
cumulatively during the study.

TABLE IIL 4.5 Test Results

Shufjled 86,82 87.50 89,05 | 087

Stratified 86,30 87,49 87,95 | 087

Linear 90,89 59,32 91,78 | 0,14

2 year Shuffled 91.26 92,66 90,94 | 092
Stratified 92,39 93,23 92,13 | 093

Linear 96,78 88,06 96,09 | 019

3 year Shuffled 96,94 97,44 96,85 | 095
Stratified 96,87 98,75 97,84 | 098

Linear 95,85 78,70 95,19 | 019

4% year Shuffled 96,94 97,58 96,78 | 095
Stratified 96,87 97,61 96,89 [ 093

Linear 9550 78,34 95,30 023

5% year Shuffled 96,06 96,10 96,66 | 095
Stratified 96,70 97,71 96,35 | 095

Based on the results of the trial it can be proven that C4.5
is suitable for Balanced Class Distribution problems, both
data are numerical or polynomial. Although in this case it has
the characteristics of Balanced Class Distribution, but the
selection of random sampling techniques is very decisive,
which is the best stratified in third vear students in detecting
students dropping out of college , whereas Linear has the
worst performance in the first year of lecture . In the case of
this study can be handled by a missing value C4.5 that are
the hallmarks of a derivative of Decision Tree and cases of
missing value in the application of this C4.5 a feature or
pattern of students who potentially drop out as presented in
Fig. | and Fig. 2.

V. CONCLUSION

Decision Tree Algorithm is applied to classification by
means of data that has a missing value and without an
imputation process. In addition, the Decision Tree algorithm
is good for balanced class distribution. C4.5 in this study
has a very good performance when using data in the third
year of college with elections stratified random sampling,
with the worst performance in the first year of college with
linear selection random sampling. This research can be used
as the first step in welcoming the Society 5.0 era which
maximizes the data that has been collected in the databases
of each university. This research is intended to support one
of the 17 SGD objectives set by the United Nations in the
field of improving the quality of education and to realize the
mandate of the 1945 Constitution.

Because the problem of missing values has the potential
to predict the majority of students who drop out, further
research can analyze the data with a focus on outlier
problems . Outlier can be determined by using another
interpolation method to get some samples that do not fit
between populations. Further studies expected to present the
number of subject / courses taken each semester, not
cumulatively during the study from the beginning to the end.
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Criteria Implementation Chart on C4.5
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